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A Consideration of the Use of Plagiarism Tools for
Automated Student Assessment
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Abstract—In this paper, the authors evaluate the flexibility and
richness of two well-established text analysis plagiarism tools,
through a consideration of the use of plagiarism detection software
as a mechanism for the automated assessment of student-created
narrative in a virtual learning environment (VLE). The authors
are currently engaged in a project creating a prototype VLE, using
technologies for multilevel and multiplayer games, based on the
inherent support such an environment would provide for construc-
tivist learning, engagement, and contextual socialization. Progress
between levels in the VLE will be based on the creation, by the
student, of a narrative linking together a number of conceptual
elements obtained through game-play at that level. Support for the
narrative creation process will help the student to contextualize
the conceptual elements, providing the necessary linking elements
or themes to enable the student to produce a coherent description
of their understanding of the concepts. A particular challenge
in such environments is the need for fast, real-time feedback to
students to maintain the level of engagement and to support the
game-play metaphor. Additionally, the student must be able to
make as many attempts to progress as they need and it will be
their decision when and how often to submit for assessment. Since
the student narrative will be in a textual form and can therefore
be related to a sample solution narrative, generated by the author
of the level within the learning environment, the idea of using
plagiarism detection software as the mechanism for automated
comparison and assessment was considered appropriate for in-
vestigation. While the limitation of such tools would appear to be
that they are seeking direct copies of text elements, the authors
wanted to investigate whether they offered sufficient richness and
fuzziness to detect common conceptually-linked texts. The initial
decision was to experiment with text-analytic tools, since they are
both widely used and readily available. The tools chosen were
Turnltln, a commercial tool provided to the U.K. higher education
community by the U.K. Joint Information Systems Committee
(JISC), and VALT/VAST, a set of tools created at the Centre for
Interactive Systems Engineering at London South Bank Univer-
sity, London, U.K., the workings of which are based on recognized
and well-published research. An experiment using a small group
of students in a traditional assessment situation was carried out,
and is described in detail. The rationale for this approach was that
there is not yet a fully working prototype of the VLE in which to
carry out such an experiment, but that the conditions necessary to
test the hypothesis that plagiarism tools could be utilized for such
a purpose could be replicated sufficiently to make such an experi-
ment viable. The results of the experiment demonstrated neither a
correlation between the sample solution and student solutions, nor
any correlation between the individual student solutions, proving
the null hypothesis. This result demonstrates that these tools are
not useful for the development of automated assessment within the
VLE, and the authors are now giving consideration to the use of
lexical analysis/tokenizer and other tools. However, it also suggests
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that these text-analytic plagiarism tools are too firmly focused
on direct copy, which does raise the question of whether or not
they offer enough richness and fuzziness to detect a sophisticated
plagiarism attempt using, for example, text replacement tools.
An ongoing close relationship between research in automated
assessment and plagiarism detection is also proposed, to achieve
mutual benefit.

Index Terms—Automated assessment, formative and summative
assessment, games-based virtual learning environment, plagiarism
detection tools, student-created-narrative-based assessment.

1. INTRODUCTION

HE project described here focuses on the creation of a
Tgames—based virtual learning environment (VLE), using
tools developed for multilevel and multiplayer games. The
system design uses a games-based model, which provides in-
herent support for constructivist learning in a higher education
environment. The gaming format also profits from the known
advantages of narrative from oral traditions, and fits with the
younger generation’s interest in current trends in the entertain-
ment industry. The decision to adopt a game-based approach
to the development of e-learning follows a survey of current
state-of-the-art support for lifelong learning that was carried
out by the authors [1], a key element of that investigation being
the identification of different techniques to improve learning
and retention through engagement of the learner.

In the design for the game-based learning environment the
subject area is divided into topics and subtopics, which are then
modelled as levels within the game. The different levels will
contain multiple quests, each representing some contextualized
learning material for the student. The aim of the game is to com-
plete all the levels, and progress within the game is controlled
by assessments, which are focused on the learning that has taken
place in completing quests on that particular level. The basis
for the game model, within each level, is the completion of a
number of these quests, using the quest format from existing
computer games models [2]. The quest format is built on the
simple principle of setting a task for the players and then re-
warding them on the successful completion of that task. If a
player does not succeed then they have the option to go back
and try again until they are successful. Successful completion
of each of these quests will provide the students with concep-
tual information related to the topic of study, and the quest itself
will also provide some contextual information linked to the area
of study. Once a student has completed enough quests, s/he is in
a position to consider the creation of a narrative linking the con-
cepts they have obtained within the context identified. At this
point the environment will provide narrative construction sup-
port. This support takes the form of helping the student to take
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the conceptual elements and link them in a structure that uses
contextual information that may have been either acquired from
the quests or generated from the student’s own understanding
of the way that these concepts interrelate. The narrative con-
struction mechanism will help the student to create their own
narrative as the explicatory description for this particular level.
When the student feels s/he has gained enough from this help
facility, and considers him/herself to be ready, s/he can submit
to an assessment. This assessment requires the student to com-
plete an individual narrative, without support, to describe how
the conceptual information gathered from the quests can be re-
lated within the context of the subject of study. The student can
enter the narrative construction area once s/he has completed
enough quests, this threshold being determined by the author of
the level. As already indicated, the model operates on the basis
of assessment when the student is ready, rather than at an arbi-
trary time set by others (i.e., end of term, week x of semester,
etc.), although there may well be some terminal deadline if the
learning is associated with a course of study.

The authors have previously published [3] a complete con-
ceptual design, and some parts of the logical and physical de-
sign for such an environment. One of the challenges in using
any games-based environment is that the feedback to the stu-
dents on the assessments must be fast and in real-time to main-
tain flow [4]. Flow is a high state of engagement in the current
task/game-play, achieved when the challenge undertaken is nei-
ther too easy nor too hard. Since this is a multilevel, multiplayer
environment, many assessment attempts may be submitted at
any given time. This, coupled with the need for fast response to
a student narrative, which will be in a textual form, predicates
the need for an automated assessment system.

The particular focus for this study is therefore the considera-
tion of an automated assessment system for student-created nar-
rative. Since the student narrative will be in a textual form, and
can be related to a sample solution narrative generated by the
author of the level within the learning environment, the idea
of using plagiarism detection software as the mechanism for
comparing similarities between student-created narrative and
the sample solution narrative, was identified as an appropriate
area for study.

II. LEARNING AND ASSESSMENT IN A GAMES-BASED VLE

The game format is inherently constructivist and does offer a
way to permit multiple attempts at solving one task, constructed
in such a way as to increase the amount of help available on each
rerun. Thus, students can be offered the opportunity to retry the
same tasks multiple times, if necessary, and these retries can
either be immediate or subsequent to attempting other quests.
Different students can be offered different support during the
learning phase, dependent on their actual needs. When a stu-
dent reaches the final assessment phase of each learning level,
all scaffolding and support will be removed, to allow them inde-
pendently to demonstrate their understanding of the topic area.

To decide when a student has reached this final phase, the
system has to be able to assess automatically a narrative (free
text) produced by a student. This assessment is intended to test
the student’s ability to produce a coherent narrative, demon-
strating an understanding of the topic under consideration. The

student producing a narrative that uses the concepts and terms
they have acquired during game play and that links these con-
cepts in an appropriate or correct way, demonstrates this under-
standing. The textual glue that connects the concepts and the
use of the concepts appropriately or correctly represents the key
element of the assessment. The students create the narrative as
they progress though the learning material, and when they feel
that they are ready to attempt an assessment they progress to the
narrative room; here they will be presented with an interactive
learning scenario on how to create a narrative with given con-
cepts.

The use of narrative assessment is pedagogically regarded as
a good mechanism for the demonstration of understanding. The
use of essay or discursive text to describe understanding has its
foundations in the Greek and Roman traditions. A modern de-
scription, discussion and history of writing as assessment can be
found in the work of Hamp—Lyons [5]. One major drawback of
the traditional essay-style assessment is that while this assess-
ment is based on the students constructing and developing their
learning over a period of time, the mechanism used to demon-
strate that this learning has taken place usually requires the re-
production of that learning over a much shorter, and often highly
pressurized, period of time. One outcome of this may be that the
assessment is focused on students’ ability to produce an essay
over a short period of time, under pressure, and does not reflect
their true understanding of the subject area. This is exacerbated
by the fact that the assessment is performed after the learning
has taken place and is not integrated into the learning process.
In the assessment process based on student-created narrative,
proposed as part of the VLE, the creation of the narrative by the
student is seen as an integral part of the learning process. One
of the key concepts for the system is that the creation and devel-
opment of a narrative can aid students in developing their un-
derstanding. In addition, the resulting narrative can be used to
demonstrate their understanding of the topic area and thereby
prove that learning has taken place. Thus, the narrative con-
struction process is fundamental both to aiding and assessing
learning. Hence, the assessment model places no limits on the
number of attempts at assessment or the time taken for an as-
sessment by a student. Therefore, students can use the feedback
from the assessment of their constructed narrative in a formative
fashion if that is their preferred learning strategy.

Educators generally have been consistent in arguing that
higher education should be about encouraging students to take
a deep approach to their studies, i.e., they should learn the
material and not just memorize it to recite in exams. One of the
major challenges is that teaching via a deep approach does not
necessarily lead to the desired learning outcomes. Assessment,
as so clearly shown by both Biggs [6] and Bould [7], drives the
learning process and overrides practically every other aspect of
curriculum design, with the result that students will be guided
more by the assessment itself than by teaching or other forms
of input. In order to achieve the best levels of learning and
most effective form of assessment, that assessment should be
designed into the system and should be an integral part of the
learning process. The importance of having the assessment as
an integral part of the process, and not something added just at
the end, is well documented [6], [8].
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Assessment is generally agreed to take two forms, forma-
tive and summative. Formative assessment is designed to aid
the learning process, and is a mechanism to encourage student
reflection by means of synthesis of their existing understanding
and then reflection on the feedback they receive on that under-
standing; Summative assessment evaluates and provides a mea-
sure of a student’s knowledge, skills or understanding in a dis-
crete topic area. As already mentioned, it is important that sum-
mative assessment is included as an ongoing part of the course,
and not solely at the end. This point is clarified in the definition
provided by the American Association for Higher Education,
November 1995: “Assessment is an ongoing process aimed at
understanding and improving student learning.” The evalua-
tion of courses must contain both formative and summative as-
sessment.

III. THE USE OF PLAGIARISM DETECTION TOOLS FOR
AUTOMATED ASSESSMENT

To achieve the goal of automated assessment the system
has to be able to compare two or more narratives, one or
more sample solutions and one text produced by a student.
That comparison should provide a score that indicates if the
student has demonstrated understanding of the topic area, to
what level, and if there are elements within the topic area of
which the student has not demonstrated understanding. While
this does not represent a requirement to determine plagiarism,
since the system will track student activity throughout the
process and can therefore document that the work presented
is authentic to the student, the actual process of comparison
is identical to the task required of plagiarism software. Since
the manual assessment of a narrative is a time-consuming
task, and students immersed in an environment, such as the
proposed game-based environment, require fast feedback,
there is a clear need to include mechanisms for automated
assessment in the VLE. Various forms of automatic assessment
have been applied with varying success over the years [9], [10].
Assessments using multiple choice questions, point and click
interfaces, diagrams or mathematical expressions are examples
of automated assessment that have been successful; automated
assessment of discursive or essay solutions, however, has
not been either as straightforward or as successful. Research
involving the use of computers in assessment started in the
early 1960s, and has more recently addressed the automatic
grading of essays [11]-[18]. Of particular interest to this re-
search is that some of the methods developed in that earlier
research have in more recent times been used as the basis for
some plagiarism detection tools. Given this background and
the need to develop automated assessment and fast feedback
for the proposed VLE, this research considers the possibility
of grading student work using tools developed for plagiarism
detection. To test the usefulness of plagiarism detection tools
for the comparison of a student-created narrative and a sample
solution, appropriate plagiarism detection software had to be
identified. Since the need is for a comparison of natural text,
plagiarism detection tools that are available for such textual
analysis were considered. Two sets of tools, in wide use and
offering the opportunity for comparative analysis, were chosen:
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TurnltIn, a commercial tool provided to the U.K. higher educa-
tion community by the Joint Information Systems Committee
(JISC), and VALT/VAST, a set of tools created at the Centre for
Interactive Systems Engineering at London South Bank Uni-
versity, London, U.K., whose function is based on recognized
and well-published research [19]-[22].

An experiment was then designed to test the hypothesis that
these tools would be able to detect similarities between student-
created narrative and a sample solution, to a degree that would
allow their use for automated assessment. A traditional exam-
based scenario was chosen, the rationale for this approach being
that although there is not yet a fully working prototype with
which to carry out such an experiment, the conditions necessary
to test the hypothesis could be replicated sufficiently to make
such an experiment viable.

IV. THE EXPERIMENT

A. The Exam Setup

The exam chosen was an end-of-module exam for a module
on “C++ programming” with a group of 13 second-year un-
dergraduate computing students. The exam was a traditional
written exam, four hours long, open book, consisting of multiple
questions, all of which the students had to answer. The section
of the exam that was set up for this trial was marked as 30% of
the total available.

The scenario of a traditional exam brings with it the usual set
of problems with this type of assessment: the time of the as-
sessment is fixed, there is time pressure due to the fixed length
of the exam, the exam situation is abnormal and uncomfortable
for the students, and the help available to the students is static
and passive. The students were given questions that required
them to generate narrative-based answers, and they were pro-
vided with conceptual elements, which they were expected to
link into these narrative-based answers.

The three primary differences that distinguish this exam sit-
vation for learners from that in the proposed VLE are the fol-
lowing.

» The help is static and passive. Help information is provided
to the students but it is not interactive as it would be in the
VLE.

* The assessment is at a fixed time. The envisaged system
will provide an assessment when ready for the students.

e The exam situation is very different to, and far more
stressful and uncomfortable than, the working environ-
ment for the student. In contrast, the assessment inside the
learning environment will be similar to that of the learning
environment itself. This major issue is somewhat miti-
gated by the exam environment being already familiar to
the students, if not much loved by them, as an assessment
environment.

An additional minor difference is that the exam is paper
based. Apart from these differences it can be argued that
the conditions are comparable to those envisaged inside the
learning environment. The amount of time available for the
exam was deemed to be a less significant factor as most students
handed in the completed exam before the four hour time limit
was up: one student used the full four hours and three others
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left during the last 15 minutes of the exam, the rest took less
than three hours. The exam was also set as an open-book exam,
making the conditions as close as possible to the conditions
supported in the VLE model. The style of the questions used
for this exam was slightly different from traditional essay-style
questions, but this difference was kept to a minimum and should
have no significant effect on the usefulness of the plagiarism
detection tools in comparing the texts thus generated.

A set of questions were then designed, all of which were set,
and answered, in Norwegian, the native language for the stu-
dents. Here are the questions.

1) Explain how to make/construct a class in C++.

2) Explain how to create and delete objects/instances in C++.

3) Explain how to control access to the content of objects

during runtime.

4) What does it mean when a method is marked virtual?

5) Give some major differences between Java and C++.

Before being given the questions the students were given
an explanation of what was expected of them, this explanation
being naturally static and noninteractive, as was commented
upon previously. The students were also given the following list
of concepts that were to be linked/used in the created narratives:

Access, Binding, catch, Class, Compile, Constructor, De-
fault, delete, Destructor, Dynamic, Exception, Function,
Generic, Heap, Inheritance, Java, Member data, Method,
Namespace, new, Object, Operator, Overloading, Package,
private, protected, public, Pure virtual, Stack, static, Static,
Template, throw, try, Type, Variable, virtual.

B. Example of a Sample Solution

The sample solutions were of varying length, approximately
a half-page long, and typed into a standard word processor. A
sample solution to question one, “Explain how to make/con-
struct a class in C++" (in English translation) follows. When
the concepts given to the students are used they are bolded for
emphasis.

Classes in C++ are made by programming them in source
code. The usual process is to create a class declaration and
a separate definition of the methods. The definitions of the
methods are usually placed in a separate file. The class def-
inition is placed in a header file with a.h extension and the
definitions of the methods in a corresponding .cpp file. The
class declaration can also contain complete methods: these are
referred to as inline methods. The class declaration in C++ is a
type declaration and begins with the word class followed by a
block and is ended with a;.

A class usually has both a constructor and a destructor.
The constructor is a method that is run during the creation of
objects of the class type. The destructor is run when a object
of the class type is deleted from memory.

Inside the class declaration the programmer can declare con-
stants, member data and member functions or methods. These
member data and methods can be static or dynamically de-
clared. Static member data belongs to the class whereas dy-
namic member data belongs to objects/instances of the class.
Member data that is static can be used by both static and dy-
namic methods. Dynamic member data can only be used by

TABLE I
RESULTS FROM TRADITIONAL MARKING OF EXAM, GIVING THE NUMBER OF
STUDENTS ACHIEVING THE VARIOUS SCORES
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dynamic methods. Static methods can only work with static
member data.

Classes can inherit from other classes and structures. When
inheriting from structures the member data is inherited.
When inheriting from classes both member data and methods
are inherited. When using inheritance the programmer can
add new methods. When using inheritance the programmer
can remove/hide methods. When using inheritance the pro-
grammer can alter methods. So when using inheritance the
programmer can add, alter and remove methods that are inher-
ited.

One thing to note is the attempt by the academic who wrote
the sample solution to cover multiple solutions attempted by the
students. This effort is particularly noticeable in the last para-
graph, which is the alterations of methods in connection with
inheritance.

C. Result of the Exam

The texts produced by the students were then marked
following a traditional process, the texts being marked anony-
mously by both the module lecturer and an external second
marker. The marks for each student were from O to 6 for each
question marked. The number of students achieving the various
scores is shown in Table 1.

The results from the two markers following the traditional
marking process for the students were similar, and have been
combined in the results shown in Table I and Fig. 1. As can be
seen from the data there were very few students that managed
to achieve a perfect answer on any of the questions. Some of
the students did not attempt some questions and these are the
ones with zero score. The data shows some differences in the
grouping of the scores in the questions, but nothing out of the
ordinary for such a small group. Most of the available scores
(0-6) were in use for all of the questions.

V. AUTOMATED ASSESSMENT

The automated assessment was carried out in two stages:
1) stage one was the generation of an electronic version from
the paper-based student answers in the exam, which also in-
cluded some data cleansing, is described in the following; and
2) the second stage was the actual use of the plagiarism tools.

All of the answers generated by the students were typed into a
word processor to generate an electronic version. The data was
cleansed by removing any obvious errors that would have been
ignored or condoned by a human marker in the marking process,
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Class in C++ Create object

Access to data Virtual methods

T

Java vs C++

Fig. 1. Results from traditional marking of exam, results from Table I given as graphs.

Generate visualisation for selected || Save overview visualisations
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Fig. 2. A comparison of the solution to Answer 1 and the students’ responses
in the exam.

and included creating uniform spelling and removing spelling
errors. No other changes were made; no words were changed,
nor were any sentences rearranged. The generated files, together
with the sample solution, then provided the input for the plagia-
rism detection tools. Two identical sets of files containing the
electronic text were then produced, both a Microsoft Word and
an ASCII text version.

As already indicated, the hypothesis to be tested is that these
text-analytic plagiarism tools will demonstrate similarities
between the sample solution generated by the academic and the
student-generated solution, as well as within the student-gener-
ated solutions themselves. The closer the correlation between
the generated sample solution and the student solution, the
higher the score. The null hypothesis is that the tools will not
be able to demonstrate any correlation between the sample
solution generated by the academic and the student-generated
solution, nor within the student generated solutions themselves.

A total of 67 files were generated (five sample solution files
and 62 student answers). The reason there were only 62 student
answers was that some students had left a blank answer for some
of the questions.

A. Result From VALT/VAST

The first tools selected for the experiment were the VALT and
VAST tools available from the Centre for Interactive Systems
Engineering at London South Bank University.

Fig. 3. A comparison of the solution to Answer 1 and one student’s response
in the exam.

The visualization front end of VAST shows a graphical rep-
resentation of multiple results from the VALT comparison tool.
The visualization will show a black diagonal line if the docu-
ments are identical and several broken and possible fuzzy di-
agonal lines if there are parts that are similar. The results are
shown as follows:
1) comparing sample solution to students’ solutions in Ques-
tion 1 (Fig. 2);

2) comparing sample solution to one particular student solu-
tion to Question 1 (Fig. 3);

3) comparing all student solutions to each other for
Question 1 (Fig. 4).

The results for the other questions followed the same pattern
seen in Fig. 4 when other answers are compared.
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| Generate visualisation for selected 1 l Save overview visualisations | 1

Close overview |

Fig. 4. A comparison of all the answers to Question 1 against each other.

A comparison was made of all the answers to Question 1
against each other, to find if the tools were able to detect any
correlation between any individual student answers.

The comparisons using the VALT tools are all visualized in
VAST. The pictures in Figs. 2—4 clearly show that no correla-
tions were detected, either between a sample solution and the
student answers or within the student answers themselves. The
same answers marked by the human markers achieved a score
between 1-5 marks out of 6, with no answer being awarded full
or no marks. The same results were found for the other ques-
tions in the test, with no correlations being detected for any of
the questions. When performing a final comparison with all stu-
dent answers for all questions simultaneously, the results were
the same, with no correlations being found.

The conclusion drawn is that the results from the use of the
VALT/VAST toolset demonstrated no correlations, supporting
the null hypothesis.

B. Result From Turnitin

The second tool used for the experiment was Turnltln,
a commercial tool provided to the U.K. higher education

community by the U.K. JISC. This tool requires login and
then upload of the text files to be compared, in a Microsoft
Word format or similar. The tool provides no mechanism to
compare one sample solution to multiple student answers,
instead providing an all-with-all comparison as a standard
function. Therefore, this function was used for the experimental
comparison.

The student answers had already been entered into Microsoft
Word files using a common naming format: question number
dash student number; 1—solution.doc, 1—02.doc 1—03.doc
and so on for question 1; 2-02.doc 2-03.doc and so on for the
rest. All of these files were uploaded into Turnltln; at this stage
four of the answers were rejected on the ground that they con-
tained less than 100 characters.

Some of the output from Turnltln is given in Fig. 5. The in-
formation shown is as follows:

 author—this was anonymous in all cases;

* filename—question number dash student number.doc;

* comparison score—this was 0% in nearly all cases except

for two trivial cases shown in the following;

* file type—doc in all cases;
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Fig. 5. A comparison of the sample solution to Question 1 and the student solutions.
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* paper id—internal for TurnltIn;

¢ date submitted—20 December 2006 in all cases.

As shown in Fig. 5, the main result from Turnltln was in
essence the same as that for the VALT/VAST tools, i.e., no cor-
relations were found. TurnltIn did find some trivial correlation
as follows.

Student X:

C++ does not have a thread

running in the background doing garbage collection.
Student Y:

C++ does not have a Virtual Machine

running in the background.

VI. CONCLUSION

The results detailed previously for the experiment show that
no correlations were found with the VALT/VAST tools and only
a trivial correlation was found with TurnItIn. This holds both
between sample solution and student solutions, and within the
individual student solutions. On the basis of these findings the
null hypothesis is proven.

Since this is only a small sample set and the answers gen-
erated by the students were relatively short, no statistical sig-
nificance can be claimed for these outcomes. However, the fact
that there are no correlations between sample solutions and stu-
dent solutions nor any correlation within the individual student
solutions, suggests that these particular text-analysis plagiarism
tools are too firmly focused on direct copy, and do not provide
enough richness and fuzziness to meet the needs of automated
assessment within the proposed VLE. Clearly, in practice within
the VLE, where the students select the time of assessment, take
as long as they need, and can have multiple attempts, longer nar-
ratives might well be generated. While this might potentially be
thought to be valuable in providing the plagiarism tools with
more text to analyze, given the fact that the student solutions in
the experiment are all of a similar size, style, and shape and the
tools did not find any correlation between them suggests that,
even given these longer texts to analyze, these tools would be of
little value for automated assessment. However, there are other
plagiarism detection tools to consider, and experiments with lex-
ical analysis/tokenizer tools, such as those used for plagiarism
detection in source code analysis, proximity analysis tools, and
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other existing automated essay marking tools, are now being un-
dertaken.

The fact that the tools did not find any correlations, even
though the student solutions are all of a similar size and shape,
and are based on the same concepts and keywords, also raises
a question about the tools themselves. Are these text analysis
tools too firmly focused on direct copy? Specifically, do they
offer enough richness and fuzziness to discover a sophisticated
plagiarism attempt, where a text is copied and then some words
replaced and altered without altering the content, for example,
using text replacement tools to change terms and obfuscate a
plagiarized text? This question is not one that this research will
attempt to address, but it is of particular importance, given the
known prevalence of plagiarism and the outcomes of this exper-
iment. Human inspection of the solutions generated by the stu-
dents demonstrated considerable commonality between them,
and in the marking process the comparisons with the sample
solution also identified strong similarities, yet these went unde-
tected by the plagiarism tools. Could it be argued that the tools
are successful at detecting unsophisticated, naive, and blatant
forms of plagiarism, but incapable of dealing with sophisticated,
covert, or even relatively simple substitutional forms of plagia-
rism? This research offers no current answers or solutions to
this question, which remains an open issue for consideration and
further research by the plagiarism community. However, in the
longer term, a close relationship between research in automated
assessment and plagiarism detection could offer considerable
benefits to both areas.
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